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1 INTRODUCTION

In this paper we report recent improvements in voice-

mail transcription. The voicemail transcription task

was introduced last year [1] as representing a style of

conversational telephone speech that is somewhat dif-

ferent from the Switchboard and CallHome [2] data-

bases. Last year, the speaker independent and speaker

adapted word error rates (WER) on this task were

reported at 41.94% and 38.18% respectively, in [1].

This year, we report a relative improvement of 18%

in the speaker independent performance and 11% in

the speaker adapted performance over last year. This

improvement is a result of some new algorithms and

an increase in the amount of training data. In the fol-

lowing sections, we describe the contribution of several

components to improving the word error rate.

2 ACOUSTIC MODELS

2.1 Training/Test data

The starting point for the experiments reported in this

paper was the system described in [1]. This system

was trained on 20 hours of voicemail data (a superset

of the Voicemail Corpus 1 available through the LDC

- www.ldc.upenn.edu), and had a speaker independent

error rate of 41.94% and speaker adapted performance

of 38.18%. These error rates were reported on a test

set comprising of 43 voicemail messages; this will be

used as the development test set for the purpose of

reporting results on various algorithms in the following

sections.

We have also continued our e�orts to collect more

voicemail training data and have succeeded in dou-

bling the size of the database that was used last year.

The training database now comprises 40 hours of speech,

(400k words of text) and the size of the vocabulary has

increased from 10k to 14k words.

2.2 Tree growing experiments

As the amount of voicemail training data is still lim-

ited compared to other corpora such as Hub4 and

Wall Street Journal, we attempted to make use of

these alternate data sources to improve the perfor-

mance (experiments reported in [1] showed that using

the Switchboard data did not help, possibly because

of the high error rate in the training transcriptions -

we plan to revisit this with the cleaned up transcrip-

tions that are being made available now [3]). We ex-

perimented with using (i) bandlimited WSJ data (60

hours)(ii) bandlimited Hub 4 [4] data (from the F0 and

F1 conditions) (40 hours) and (iii) from the Voicemail

data (20 hours). Subsequently, the gaussians model-

ling the leaves of the tree were trained using the Voice-

mail acoustic data. The results are summarized in [5]

and indicate that the use of the bandlimitedWSJ data

for constructing the trees gives the best performance.

2.3 Feature extraction experiments

Our initial experiments used 13-dimensional Mel cep-

stra and their �rst and second derivatives, but we also

experimented with using alternative features such as

PLP cepstra [6] and linear discriminant features. Fi-

nally, we experimented with the use of smoothed esti-

mates for the Mel cepstra [7], the rationale being that

the smoothing would lead to a reduction in the vari-

ance of the estimated feature vectors, thus leading to

"tighter" models (we compute the Mel cepstra every

2 ms and average �ve adjacent cepstral vectors to ex-

tract one every 10 ms). The results are aummarized

in [5], and indicate that the best results are obtained

for the smoothed Mel cepstra, which we will use in all

following experiments.
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2.4 Modelling dependencies through bayesian

networks

Bayesian networks are a general way of representing

and computing with probability distributions [8]. A

distribution over a set of random variables is repre-

sented as a directed acyclic graph where each random

variable Xi occurs as a node in the graph, and arcs

indicate conditioning relationships. Denoting variable

Xi's predecessors in the graph by Parents(Xi), the

values of Xi's parents by V alues(Parents(Xi)), and

speci�c variable values in lower case, the joint distrib-

ution P (X) is factored as

P (X) =
Y
i

P (Xi = xijV alues(Parents(Xi))):

We refer to variables with unknown values (i.e. about

which we have no direct experimental evidence) as

hidden variables, and to the others as observations.

Bayesian networks have associated dynamic program-

ming algorithms for computing the quantities that are

important in speech recognition: the likeliest values for

hidden variables (Viterbi decoding), the probability of

an observation sequence, posterior marginal distrib-

utions over hidden variable values, and model para-

meters (via EM) [9, 10]. Since these algorithms work

for arbitrary network structures, a Bayes-net system

is convenient for rapidly testing di�erent probabilistic

models.

Table I

Base Linked Linked Linked Cluster

Obs Mix Both

38.57 38.07 38.52 38.22 38.97

Bayesian networks have previously been applied in

speech recognition to isolated word recognition [11],

and in this section we present the �rst results on a

continuous speech task. The networks we tested es-

sentially incorporate a single binary-valued auxillary

variable, and either the gaussian mixture weights, or

the gaussians themselves or both are conditioned on

this auxillary variable. These systems are referred to

as 'linked mix', 'linked obs' or 'linked both' in Table

I.

In our experiments, we used the acoustic score gen-

erated by a Bayes net to rescore the 100 best hypothe-

ses generated by an 80k Gaussian system. All our

models used approximately 45k Gaussians. No lan-

guage model was used. We present �ve scores: one for

the standard IBM system, and the remainder for the

Bayes net system with the context variable connected

to either the observation variable, the mixture compo-

nent variable, or both. Finally, we present a number

for unsupervised utterance clustering. These are sum-

marized in Table I. Although these variations are not

statistically important, they indicate that the perfor-

mance of our Bayes net system is at least comparable

to a more standard HMM. We are currently studying

the e�ects of varying the way in which the network is

initialized, and are looking for patterns in the learned

parameters.

2.5 Modelling pdf's with non-gaussian

models

Purely gaussian densities have been know to be inad-

equate for the purpose of modelling pdf's in speech

recognition systems due to the heavy tailed distribu-

tions observed by speech feature vectors. In most of

the speech recognition literature, pdf's are modelled

as mixtures of gaussian densities. The only attempt

to model the phonetic units in speech with nongauss-

ian mixture densities is [13], where Laplacian densities

were used with a heuristic estimation algorithm.

In [12] we attempted to model speech data by build-

ing probability densities from a given univariate func-

tion h(t) for t � 0. Speci�cally, we considered mix-

tures models from component densities of the form

p(xj�;�) = �d
1p
det �

exp(�h(Q(x))); x 2 Rd (1)

where

Q(x) = d(x� �)t��1(x� �); x 2 Rd; (2)

m� =

Z
R+

t�f(t)dt; (3)

�d =
�(d

2
)
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d
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2
)
d

2
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2
�1)

d

2
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; and d =
m d

2

dm d

2
�1

: (4)

The vector � 2 Rd and the positive de�nite symmet-

ric d � d matrix � are respectively the mean and the

covariance of this density. Particular attention was

given to the choice h(t) = t�=2, t > 0, � > 0; the case

� = 2 corresponds to the gaussian density, whereas the

laplacian case considered in [13] corresponds to � = 1.

Smaller values of � correspond to more peaked distri-

butions (� ! 0 yields the �-function), whereas larger

values of � correspond to distributions with at-tops

(� ! 1 yields the uniform distribution over ellipti-

cal regions). For more details about these issues see

[12]. This particular choice of family of densities has

been studied in the literature and referred to in various

ways e.g., �-stable densities as well as power exponen-

tial distributions, cf. [14]. More recently, we have also



become interested in automatically �nding the `best'

value of � directly from the data.

Recognition experiments were carried out on the

voicemail as well as the broadcast transcription task

HUB4'98 by allowing di�erent mixture components to

have di�erent values of the parameter � as compared

with the �xed values � = 1 and � = 2. The pre-

ferred values of � tends to be less that 1:0, both for

the voicemail and for the HUB4 task con�rming on

a systematic basis that nongaussian mixture compo-

nents are preferred. An additional interesting point

was that the distribution of the � values was much

wider for the voicemail task than the HUB4 task. The

reason for this could be the highly variable nature of

the voicemail data.

Table II

Performance of � densities

Baseline (BL) 39.7%

� = 1 (20 iterations) 38.5%

Prototype dependent � 38.8%

2.6 Extending the context dependence

for observation modelling

Let us assume that we have computed a viterbi align-

ment on a test utterance that identi�es the leaf at each

time frame. The desired probability computation of a

sequence of observations given a sequence of leaves is

now p(x1:::xT=l1:::lT ), where xt represents the feature

vector at time t, and lt represents the leaf at time t.

Applying Bayes rule and ignoring the dependence of

xt on previous feature vectors, this may be written

as p(x1=l1:::lT )p(x2=l1::lT ) � � �. Note that each term

is conditioned on the entire leaf sequence (l1 � � � lT ).
We normally make the approximation that all terms

in this conditioning are irrelevant other than the leaf

at the current time, i.e., p(x1=l1)p(x2=l2) � � �. Rather

than make such an assumption, we propose to include

the leaf at the previous time frame also in the con-

ditioning term. Hence, the probability computation

would be p(x1=l1)p(x2=l1; l2)p(x3=l3; l2) � � �.
An initial implementation of this idea simply in-

volved changing the clustering procedure by means

of which the gaussians representing a leaf are con-

structed. The results for a system with 71k gaus-

sians constructed using this technique is a 37.97which

compares well with a WER of 39.9386k gaussians con-

structed the standard way. The results look promising

and we are continuing our work further in this area.

2.7 Model Complexity Adaptation

In our system, each leaf of the decision tree is mod-

elled by a mixture of gaussians. In an earlier paper

[15], we had described how to select the number of

gaussians for a leaf. The essence of the algorithm is to

start with a small baseline system, S1, and evaluate

the probabaility of correct classi�cation of the leaf in

the training data. If this probability is below a thresh-

old, t, it implies that the model for the leaf does not

match the data for the leaf very well; hence, the res-

olution of the model for the leaf is increased by using

the model for the leaf from a larger system, S2. The

corresponding adapted system is referred to as S1xS2-

t. The results are tabulated in Table III, and indicate

that the performance of the adapted system is always

somewhere between the performance of the S1 and S2

systems, and generally provides better performance for

the same number of gaussians. Hence, it appears to be

an e�cient way of compacting a system, rather than

improving on the best performance as obtained with

our standard techniques.

Table III

Old system

10 20 30 50 100

24k 44k 60k 86k 125k

41.09 39.27 39.93 39.93 37.11

MCA system

10x100 20x100 30x100 50x100 100x150

31k 49k 64k 88k 127k

39.68 38.47 38.97 38.67 37.56

2.8 Post-processing recognizer outputs

using ROVER

In order to exploit the di�erences in the errors made

by our systems, we used NIST's ROVER (Recognizer

Output Voting Error Reduction) [16] as a post-processor

of the various word hypotheses scripts provided by

these systems (presumably to take advantage of the

fact that the errors made by di�erent systems are in

some sense complementary). ROVER comprises an

alignment module which computes a composite word

transition network (WTN) from two or more scripts

by means of pairwise dynamic programming between

scripts and/or WTNs. The second module scores the

�nal WTN using one of several possible voting pro-

cedures. In the following, we will briey describe the

systems which were combined:

� The �rst system (BL) had 127k gaussians and

� 3k leaves and represented the baseline (10ms

frame rate, decision trees use left context and



within-word right context only to predict context

dependent variation of a phone).

� The second system (HF) is the equivalent of the

above system, but uses a higher frame rate of 5

ms. Further, the HMM topologies were changed

to preserve the same minimum duration for all

phones as for the baseline. This system is used

to rescore the top 100 hypotheses produced by

the �rst system.

� The third system (RC) uses decision trees that

use both left and right context across word bound-

aries. This system had 3017 leaves and 125k

gaussians.

� The last system (SA) is a speaker adapted sys-

tem described in Section 2.8.

Empty scripts are used to avoid possible insertions

and to transform substitutions into deletions if all the

word hypotheses at a current step in the WTN are dif-

ferent. As can be seen fromTable IV, ROVER reduces

the speaker adapted WER by an additional 3.37% (rel-

ative).

Table IV

Individual systems

Baseline (BL) 37.01%

Right-context (RC) 38.47%

Higher frame rate (HF) 36.51%

Speaker-adapted (SA) 33.99%

Rover voting

Rover1 = HF + BL + RC + empty 35.45%

SA + Rover1 + empty 32.88%

3 ADAPTATION

Most adaptation techniques generally start with speaker-

independent (SI) acoustic models, and adapt them in

some way [17]. We have attempted to obtain better

performance by starting from models that are better

matched to the test speaker than the SI model [18].

The training data is clustered into several classes, and

one or many clusters that are close to the test speaker

are selected and transformed independently or jointly

to come closer to the test speaker. Subsequently, the

transformed models were linearly combined so as to

maximize the likelihood of the adaptation data.

For each cluster, a cluster dependent system is

trained using only the speech data from this cluster

and smoothed back to the SI model. When a test mes-

sage is given, the cluster models are ranked according

to the distances between clusters and test data, and

the closest cluster or the closest few clusters are cho-

sen. Then, the model for each of the selected cluster(s)

is transformed to bring the model closer to the test

message.

We experimented primarily with linear transfor-

mations. This can be done either by the MLLR ap-

proach or the Cluster Transformation (CT). For the

case where multiple clusters are chosen, the transfor-

mation for each cluster model is computed either in-

dependently of all the rest or jointly. When several

cluster models are used to obtain the adapted model,

it seemed to make more sense to compute the trans-

formations of the individual cluster models jointly so

as to maximize the likelihood of the adaptation data

(details see [19]).

Here we only present results for the 4-cluster case

(see [19] for more details). Note that the covariances of

cluster-dependent models may be cluster-independent

(denoted civar) or cluster-dependent (denoted cdvar).

In CT the variances are cluster-independent. When

multiple clusters are chosen, clusters transformations

of the individual cluster means can be computed inde-

pendently of one another (cmllr-i), or jointly (cmllr-j).

The results are tabulated in Table V.

Table V

Closest cluster (relative impr in ())

baseline mllr cmllr cmllr ct

(-civar) (-cdvar)

37.97 35.95 35.80 35.15 34.74

(5.3) (5.7) (7.4) (8.5)

Closest two clusters

baseline mllr cmllr-i cmllr-j CT

37.97 35.95 36.91 36.35 35.80

(5.3) (2.8) (4.3) (5.7)

The baseline number to compare with is MLLR

which gives a 5.3% relative improvement over SI in

error rate. In contrast, the clustering of the train-

ing data does appear to help; CMLLR is better than

MLLR by about 2.2%, and CT is about 3.4% better

than MLLR.

An additional observation is that several messages

in our test set were quite short: the average length was

only 16 s. Hence, the amount of adaptation data for a

short message is not enough to estimate the parame-

ters for the transformations or decide reliably which

cluster it belongs to. Therefore we decided to use

MLLR for very short messages and CT for relatively

long messages. This approach improves the WER to

33:99% - a 10.5% improvement over baseline, and a

5.5% improvement over MLLR.



4 CONCLUSION

In this paper we report recent improvements in voice-

mail transcription. The overall performance (word er-

ror rate) on this task has improved by 18% (relative)

and 11% respectively from the performance last year,

and we describe the various components that brought

about this improvement. These components include

experimenting with di�erent features, generalization

of HMM topologies to bayesian networks, modelling

pdf's with non-gaussian models, use of a voting scheme

(ROVER) to combine several hypotheses, and adap-

tation techniques that cluster training speakers and

adapt the cluster models rather than the speaker in-

dependent models.
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